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https://www.vanderschaar-lab.com/self-semi-supervised-learning/
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(some) topics in data integration
- improve predictions (of external labels)

- explore associations (btw. two or more data sets)

- identify latent processes and mechanisms

- incorporate prior knowledge
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Associating data with external variables
- e.g. prediction tasks
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Genome

Prediction with a single data source
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Concatenation: a null model for data integration?
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Genome

Multi-view learning: advanced models for data integration?
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Brief Bioinform, bbab454, https://doi.org/10.1093/bib/bbab454
The content of this slide may be subject to copyright: please see the slide notes for details.

Deep learning as an example

https://doi.org/10.1093/bib/bbab454


Fig. 1. Structure of an interpretable artificial neural network. The input layer is followed by an additional 
pathway layer, where each node corresponds to a known molecular pathway. If a molecule is known to be 
involved in a pathway, a connection is made between the two. Hence, important pathways implicated in the 
outcome are activated with bigger weights during training. Figure inspired from Deng et al. (2020).

“Interpretable” neural network



Example of a mixed artificial neural network. Each omics block is first reduced to a latent representation using independent 
Stacked Sparse Autoencoders (SAE). The new representations learned are integrated in a final shared layer. The common 
representation is used for downstream analysis such as prediction or clustering. Figure inspired from Xu et al. (2019)

Mixed artificial neural network



Improving predictions by 
data integration



Data integration leads to improved predictions in a 
BRCA data set
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(some) questions in data integration
- a/symmetry between data sets?

- scale: small mechanistic models vs. large-scale exploration?

- two or more data sets?

- known structure?

- computational requirements?
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Association - 
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HUMAnN is a method 
for profiling the 
abundance of microbial 
metabolic pathways 
from metagenomic or 
metatranscriptomic 
sequencing data
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Bi-clustering: cross-correlating data sets 
(microbiota & serum metabolites)

Simple approach: 
- cross-correlate data sets
- visualize
- characterize

How to generalize to more
than two data sets..?



20

Multi-view learning
- Symmetric setup
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Example: PCA vs. CCA

PCA: Principal component analysis
→ captures maximal variation in a single data set

CCA: Canonical correlation analysis
→ captures maximal correlation between two data sets

Probabilistic PCA
z x
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Human gut microbiome ordination

Z: cluster of each 
individual (“color”)

    : Noise 

W: Cluster profile

X: Observed point



Multi-view learning:
CCA is a generalization of PCA
(Bach & Jordan 2005)

https://github.com/mblstamps/stamps2019/blob/master/
STAMPS2019_overview_Pop.pdf

https://github.com/mblstamps/stamps2019/blob/master/STAMPS2019_overview_Pop.pdf
https://github.com/mblstamps/stamps2019/blob/master/STAMPS2019_overview_Pop.pdf








Interpreting the parameters



https://biofam.github.io/MOFA2/







Online learning / prior information





By identifying and integrating 
biological signals in multi-
omics data under this powerful 
framework, we can finally find what 
causes the rich and 
varied observable traits (phenotype) 
of a living being.



TreeSummarizedExperiment data container
by Ruizhu @fiona Huang; initially proposed for microbiome research by Hector Bravo & Domenick Braccia

Seamless conversion from phyloseq & other raw data types

Tested tools for hierarchical data 

Inherit support for sparse 
matrices & multiple assays 

Improved speed & memory

Detailed sequence information 
with DNAStringSet(List).



35 / 37



36

Take-home messages
- Heterogeneity of problems

- Role of bias & noise, need for data-specific customization

- Importance of study question



Lectures

    9:15-10:00   - Unsupervised ML- Matti Ruuskanen, Postdoctoral researcher (UTU)

    10:15-11:00 - Supervised ML - Matti Ruuskanen

    11:15-12:00 - Individual-based modeling - Gergely Boza, Research fellow (CER)

    12:15-13:00 - Data integration - Leo Lahti, Associate professor (UTU)

    13:00-14      - Lunch break

Practical

    14:15-17:00 - Tuomas Borman, Matti Ruuskanen and Chouaib Benchraka (UTU)

       Association analyses with biclustering

Demo on MOFA 

Supervised learning: Regression and classification with random forests

Validation and interpretation of black box models

Day 2 (Times in CET)
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